Automated tongue diagnosis on the smartphone and its applications
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Abstract

Tongue features are important objective basis for clinical diagnosis and treatment in both western medicine and Chinese medicine. The need for continuous monitoring of health conditions inspires us to develop an automatic tongue diagnosis system based on built-in sensors of smartphones. However, tongue images taken by smartphone are quite different in color due to various lighting conditions, and it consequently affects the diagnosis especially when we use the appearance of tongue fur to infer health conditions. In this paper, we captured paired tongue images with and without flash, and the color difference between the paired images is used to estimate the lighting condition based on the Support Vector Machine (SVM). The color correction matrices for three kinds of common lights (i.e., Fluorescent, Halogen and Incandescent) are pre-trained by using a ColorChecker-based method, and the corresponding pre-trained matrix for the estimated lighting is then applied to eliminate the effect of color distortion. We further use tongue fur detection as an example to discuss the effect of different model parameters and ColorCheckers for training the tongue color correction matrix under different lighting conditions. Finally, in order to demonstrate the potential use of our proposed system, we recruited 246 patients over a period of 2.5 years from a local hospital in Taiwan and examined the correlations between the captured tongue features and Alanine Aminotransferase (ALT) / Aspartate Aminotransferase (AST), which are important bio-markers for liver diseases. We found...
that some tongue features have strong correlation with AST or ALT, which suggests the possible use of these tongue features captured on a smartphone to provide an early warning of liver diseases.
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### 1. Introduction

Tongue features such as the tongue fur (or tongue coating) are important objective basis for clinical diagnosis and treatment in both western medicine and Chinese medicine. It is a clue for understanding a disease and can be referred to guide the determination of treatment based on different symptoms and signs. In western medicine, the underlining mechanism of tongue fur change have been investigated at the subcellular level and the gene level [8-11]. In traditional Chinese medicine (TCM), tongue diagnosis [1] is one of the most widely used diagnostic methods [2] since it reflects physiological conditions of a human body. Tongue diagnosis is a valuable reference for human health inspection. Inspection of the tongue can instantly clarify one’s pathological problem, and it would be helpful for people seeking long-term health care to examine his/her tongue routinely.

Usually, several tongue features including tongue fur, tongue fissures, and tooth mark will be examined during the process of tongue diagnosis. However, the medical applications of traditional tongue diagnosis are limited by the fact that the clinical competence of tongue diagnosis is decided by the experience and knowledge of the practitioners. The diagnostic results based on the subjective analysis of the examiners may be unreliable and inconsistent. Therefore, it is important to have an objective and quantitative diagnostic process for tongue diagnosis.

To circumvent the subjective and qualitative problems of traditional tongue diagnosis, several computer aided tongue diagnosis systems have been proposed in the past decade [3–6]. For example, Zhang et al. [3] proposed a tongue diagnosis system that can identify five different diseases, including pulmonary heart disease, appendicitis, gastritis, pancreatitis, and bronchitis, based on Bayesian Networks with an accuracy about 75%. However, to the best of our knowledge, the existing tongue diagnosis systems generally assume that the tongue images are taken in a well-controlled environment (e.g. with controlled lighting conditions, built-in color palettes for tongue color calibration, and fixed tongue position) and can be used only by the TCM doctors [7]. Fig. 1 shows a conventional tongue diagnosis system.
Recently, the need of extensive and continuous health monitoring has attracted increasing attention in both academia and industry. Extensive monitoring is beneficial to the quality of patient care, and continuous monitoring reduces the reaction time of sudden changes in patient’s health condition. The large amount of collected data from each patient also allow doctors to predict future hazards of each patient more accurately, and to apply pre-emptive care accordingly. Given that mobile phone penetration in some countries is now almost 100 %, and most people carry their phones with them everywhere, smartphones provide a socially appropriate means of displaying timely information to the user and enable the physiological sensors to transmit measurements directly to health care providers. In addition, an increasing availability of built-in sensors (e.g. camera) for smartphone enables the measurement of the user’s psychophysiology and environmental conditions. Together with associated mobile applications, it is possible to gather quality data for medical research or regular healthcare practice. Data can be gathered from the subjects unobtrusively for long periods of time, in a laboratory, as well as in a subject’s daily living environment.

Based on aforementioned observations, we propose an automatic tongue diagnosis framework to analyze tongue images taken by the smartphone. Instead of using conventional tongue image capturing devices, we aim to let users take tongue images with their own smartphones no matter where they are. However, a main challenge arises in our application scenario: Even though we take photos of the same tongue with the same smartphone, images may look quite different in color due to various lighting conditions. The color distortion problem could reduce the accuracy of tongue feature detection and consequently affects tongue diagnosis. In order to solve this problem, we propose a method to detect tongue features under different lighting conditions. Our method includes
three main components: (1) A lighting condition classifier is trained based on the color distance of the tongue image pairs that are captured with/without flashlight. (2) The tongue image color correction matrices for different lighting conditions are trained using a ColorChecker-based correction method. (3) A tongue feature detector for images captured under the standard lighting condition is trained based on color features and SVM. When the user captures his/her tongue images via our smartphone-based tongue diagnosis system, the pretrained lighting condition classifier will be used to estimate the current lighting condition. Based on the estimated lighting condition, the corresponding color correction matrix will be used to transfer the tongue image color from specific lightings to standard lighting. Finally, the color-corrected tongue image is taken as the input to the tongue feature detector for making tongue diagnosis. Note that, in this paper, due to the space limitation, we use tongue fur detection as an example to illustrate our methodology.

In order to demonstrate the potential use of our proposed system, we recruited 246 patients over a period of 2.5 years from the health examination center and outpatients of Department of Gastroenterology and Hepatology of Dalin Tzuchi Hospital in Taiwan and examined the correlations between the captured tongue features and ALT/GPT [60] and AST/GOT [60] which are important bio-markers for liver diseases. We found that some tongue features have strong correlation with AST or ALT, which suggests the possible use of these tongue features captured on a smartphone to detect the early development of liver diseases.

The rest of this paper is organized as follows: Section 2 describes related works of tongue fur detection and tongue image color correction. Section 3 details our methodology of lighting condition estimation, tongue image color correction, and white fur detection. In section 4, we show the experimental results and further demonstrate, in section 5, the potential use of our tongue diagnosis system for non-invasive early detection of liver diseases. Finally, conclusion and future work are given in section 6.

2. Related works

2.1. Tongue Fur Detection

A tongue image shows the appearance of the tongue’s substance that sometimes is coated with tongue fur. The appearance of tongue fur or tongue coating is one of the main tongue features which can be considered as a sign (biomarker) of internal changes and utilized to discover diseases and health state [8-11]. For example, formation of thick greasy tongue fur is closely related to papillae differentiations, the degree of papillae
proliferation, and the balance of proliferation, differentiation, and apoptosis of glossal epithelial cells [8]. Protein in the normal and pathological epithelial cells of tongue fur is associated with diseases of the digestive system [10] in western medicine. Moreover, the metabolites of tongue fur is related to the determination of TCM physical types like “Tanshi (痰濕)”, “Qiyu (氣鬱)”, etc. [13] in Chinese medicine. Thus, the detection of tongue fur plays an important role in computerized tongue diagnosis.

Most papers [12-18, 32, 34] extract or classify tongue fur with threshold-based methods. To be more precise, a tongue pixel is detected as tongue fur if its color values (e.g. RGB or HSI values) are larger than pre-defined thresholds or are in the pre-defined interval of color values. Instead of using pre-defined thresholds, a lot of researchers have proposed different learning methods to detect tongue fur [19-21, 23-31, 33], and Table 1 categorizes these methods. In this work, we use SVM to train the tongue fur detector based on RGB values. Our method is similar to the ones proposed in [24], [29] and [31]. However, these methods are applied to images captured under a controlled/standard lighting environment. When being applied to images captured by smartphone under various lightings, the accuracy of fur detection will drop drastically. Therefore, a proper color correction method to preprocess the captured tongue image is essential.

Table 1. Categories of different tongue fur detection methods.

<table>
<thead>
<tr>
<th>Thresholding methods</th>
<th>Only extract tongue fur (separate the body and fur)</th>
<th>Extract and classify tongue fur</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB based</td>
<td>[18]</td>
<td>[32],[34]</td>
</tr>
<tr>
<td>Non-RGB based</td>
<td>[14],[15],[16],[17]</td>
<td>[12],[13],[22],[32]</td>
</tr>
<tr>
<td>SVM</td>
<td>RGB based [28]</td>
<td>[24],[29],[31]</td>
</tr>
<tr>
<td>Grayscale</td>
<td></td>
<td>[23]</td>
</tr>
<tr>
<td>NN</td>
<td>RGB based</td>
<td>[30]</td>
</tr>
<tr>
<td></td>
<td>Non-RGB based</td>
<td>[19],[30]</td>
</tr>
<tr>
<td>BN</td>
<td>RGB based</td>
<td>[27]</td>
</tr>
<tr>
<td></td>
<td>Non-RGB based</td>
<td>[21],[23]</td>
</tr>
<tr>
<td>K-NN</td>
<td>RGB based</td>
<td>[25]</td>
</tr>
<tr>
<td>Fuzzy c-means</td>
<td>HSI</td>
<td>[26]</td>
</tr>
<tr>
<td>Edge-Segmentation</td>
<td>RGB based [18]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HSV</td>
<td>[20]</td>
</tr>
</tbody>
</table>

### 2.2. Color Correction

Color correction has been extensively studied in the area of color science, and several correction algorithms have been proposed for different tasks. Tongue image color correction is an important issue in the field of
automatic tongue diagnosis, and a number of tongue image color correction methods have been investigated [3, 14, 35-43]. Existing research literature can be classified into four categories, i.e. methods based on simple image statistics, color temperature curve calibration, double exposure theory, and supervised learning [44]. Among the supervised learning methods, the polynomial regression-based correction method [45] is most commonly used because of its low computational complexity, which is important for online applications. Wang and Zhang [35] used the polynomial regression-based correction method for tongue image analysis and proved its effectiveness. The polynomial regression-based correction method requires a ColorChecker to be the reference for generating the color correction matrix. The ColorChecker contains a certain number of color patches as shown in Fig. 2. Wang and Zhang [36] further conducted a thorough and comprehensive study on the design of ColorChecker for more precise tongue color correction. Compared to the common Munsell ColorChecker, they proposed a space-based ColorChecker as shown in Fig. 2(b). However, the proper number and design of parameters for the polynomial regression-based correction method are not well studied. In this work, we also apply the polynomial regression-based method for tongue image color correction and deeply investigate into the design of model parameters.

![ColorCheckers](image)

**Fig. 2.** (a) The Munsell ColorChecker and (b) the ColorChecker used in [36].

3. Methodology

Color appearance of tongue images would be significantly affected by the environmental lighting condition, camera pose, or other camera settings such as white balance and focal length. This kind of color artifact consequently results in wrongly analysis of tongue features. Therefore, color correction, the procedure used to reveal the intrinsic color of the tongue under standard lighting condition, is essential for tongue image analysis. In previous studies of tongue image analysis, the tongues have to be captured in a certain device with fixed camera position, camera setting, and lighting condition [35, 36]. The constrained settings simplify the color correction procedure; however, our system works on smartphones and ordinary smartphone users usually do
not have a ColorChecker with them. Hence, we need to estimate the underlying lighting condition and use the corresponding pre-trained color correction matrix to transform the image from source lighting condition to standard lighting condition. Fig. 3 shows the overview of the proposed automatic tongue diagnosis system, which is composed of four main components, i.e. tongue photo taking guide, tongue image color correction, tongue region segmentation, and tongue fur analysis.

3.1. Lighting Condition Estimation

Lighting Condition Estimation is a challenging and unsolved problem. In this work, we propose a novel lighting estimation method based on analyzing the CIE xyY color information of photos taken with/without flash. The CIE XYZ color space (also known as the CIE 1931 color space) is the first attempt to produce a color space based on measurements of human color perception and also the basis for almost all other color spaces [50]. Since the human eye has three types of color sensors that respond to different ranges of wavelengths, a full plot of all visible colors is in a three-dimensional space. However, the concept of color can be divided into two parts: brightness and chromaticity. The CIE XYZ color space was deliberately designed so that the Y parameter was a measure of the brightness or luminance of a color; the chromaticity of a color was then specified by the two values x and y, which are functions of all three tristimulus values X, Y, and Z. The derived color space specified by x, y, and Y is known as the CIE xyY color space and is widely used to specify colors in practical applications. To simplify the lighting estimation problem, we try to classify the current lighting into one of common lights (Table 2 shows the color temperatures of common lights). Note that only the chromaticity
values are considered to estimate the lighting because brightness is not related to color temperature. Fig. 4 shows the CIE 1931 \(xy\) chromaticity diagram [52].

Table 2. The color temperatures of common lights.

<table>
<thead>
<tr>
<th>Light Source</th>
<th>Color Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluorescent tube</td>
<td>6900K</td>
</tr>
<tr>
<td>Standard D65 fluorescent tube (our Ground truth)</td>
<td>6500K</td>
</tr>
<tr>
<td>Incandescent bulb</td>
<td>2800K</td>
</tr>
<tr>
<td>Halogen lamp</td>
<td>2700K</td>
</tr>
</tbody>
</table>

![CIE 1931 \(xy\) chromaticity diagram](image)

Fig. 4. CIE 1931 \(xy\) chromaticity diagram [52].

Given two tongue image patches \(P_1\) and \(P_2\), \(C_1 = (x_1, y_1)\) and \(C_2 = (x_2, y_2)\) denote the corresponding average chromaticity color inside the patch \(P_1\) and \(P_2\) respectively in the CIE \(xyY\) color space when the two patches are captured under the light \(L\). \(C_1' = (x_1', y_1')\) and \(C_2' = (x_2', y_2')\) denote the chromaticity colors when the two patches are captured with the camera’s flash under the same light \(L\). Besides, in this paper, a pair of the tongue images capturing the same tongue with and without flash (under the same light \(L\)) are called a tongue image pair.

**Our hypothesis**

As shown in Fig. 5, using flash to recapture two tongue patches under the same light would just like imposing an intensity value to each channel of the original color. That is,
\[ x'_1 - x_1 \approx x'_2 - x_2 \approx f_x, \]
\[ y'_1 - y_1 \approx y'_2 - y_2 \approx f_y. \]

(1)

In other words, the color distance vectors of tongue image pairs captured under the same light would be similar even though the tongues are from the different people (as shown in Fig. 6). Moreover, the imposed intensity values \((f_x, f_y)\) would be various under different lights even though the tongues are from the same user (as shown in Fig. 7). Hence, we can use the color distance vector between images captured with/without flash, i.e. \((f_x, f_y)\), to estimate the current light.
In order to prove our hypothesis mentioned above, we collect 170 tongue image pairs (with/without flash) of different people. These images are captured under various lights and transformed from sRGB to CIE xyY color space to obtain the (x, y) chromaticity coordinates for each pixel inside the tongue region [48]. For each image, the mean coordinate \((x_{\text{mean}}, y_{\text{mean}})\) of all tongue color pixels is calculated and regarded as the color center of the tongue image. We plot color centers of all images in the (x, y) color coordinate to form a tongue color distribution in xy chromaticity diagram, as shown in Fig. 8. We capture \(N_k\) tongue image pairs (with/without flash) of different people under each light \(L_k\). As shown in Fig. 9, different colors indicate that the images are taken under different lights \(L_k\)’s, and each cross(X) and circle(O) sign represents the image is captured with and without flash, respectively. \((C_i^F(L_k), C_i^{NF}(L_k))\) indicate the color centers of the \(i\)th image pair that are captured under light \(L_k\). For each lighting condition, each UP-POINTING TRIANGLE is the mean color of the tongue images captured without flash, and each DOWN-POINTING TRIANGLE is the mean color of the tongue images captured with flash.
Fig. 8. Process of generating the tongue color distribution.

We transform each tongue image “s” from sRGB to CIE xyY color space

Fig. 9. Tongue color distribution in xy chromaticity diagram.

Fig. 10. Proof of our hypothesis

\[ \begin{bmatrix} X \\ Y \\ Z \end{bmatrix} = \begin{bmatrix} R \\ G \\ B \end{bmatrix} \]

\[ x = \frac{X}{X + Y + Z} \]
\[ y = \frac{Y}{X + Y + Z} \]

\( (x, y) \) color values (chromaticity coordinates)

Mean coordinate \((x_{mean}, y_{mean})\) as the color center of the tongue image
As indicated in Fig. 10 (a), we observe that the distance vector $C_i^F(L_k) - C_i^{NF}(L_k)$ would be similar under the same light $L_k$ even for different tongues. On the other hand, even for the same tongue the distance vector $C_i^F(L_k) - C_i^{NF}(L_k)$ would be quite different if the tongue images are taken under different lights, as shown in Fig. 10 (b). Moreover, the quantitative analysis of distance distortion for each kind of light is provided in the experiment (cf. Section 4.1). These results preliminarily verify our hypothesis, and we further apply LIBSVM (Multi-class classification and probability output via error-correcting codes) [47] to train a light estimation classifier based on the distance vector $C_i^F(L_k) - C_i^{NF}(L_k)$. When the user uses the smartphone to capture the tongue image, our system will automatically capture two images (one with flashlight and one without flashlight) and use them to estimate the lighting condition based on the pre-trained SVM classifier.

### 3.2. Tongue Image Color Correction

We apply the polynomial regression method for color correction and its concept is illustrated in Fig. 11. For each color patch $i$, the color value when it is captured under a source lighting is denoted as $(R_i, G_i, B_i)$, and the corresponding color value when $i$ is captured by the same camera under the target/standard lighting condition is denoted as $(SR_i, SG_i, SB_i)$. The relation between $(R_i, G_i, B_i)$ and $(SR_i, SG_i, SB_i)$ can be considered as a polynomial transformation, that is

\[
\begin{align*}
SR_i &= a_{11}R_i + a_{12}G_i + a_{13}B_i + \cdots \\
SG_i &= a_{21}R_i + a_{22}G_i + a_{23}B_i + \cdots \\
SB_i &= a_{31}R_i + a_{32}G_i + a_{33}B_i + \cdots
\end{align*}
\]  

(2.1)

The above equation can be rewritten in the matrix form:

\[
\begin{pmatrix}
SR_1 \\
SR_2 \\
\vdots \\
SR_{24}
\end{pmatrix}
= 
\begin{pmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{pmatrix}
\begin{pmatrix}
R_1 \\
R_2 \\
\vdots \\
R_{24}
\end{pmatrix}
\]

\[
\begin{pmatrix}
SG_1 \\
SG_2 \\
\vdots \\
SG_{24}
\end{pmatrix}
= 
\begin{pmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{pmatrix}
\begin{pmatrix}
G_1 \\
G_2 \\
\vdots \\
G_{24}
\end{pmatrix}
\]

\[
\begin{pmatrix}
SB_1 \\
SB_2 \\
\vdots \\
SB_{24}
\end{pmatrix}
= 
\begin{pmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{pmatrix}
\begin{pmatrix}
B_1 \\
B_2 \\
\vdots \\
B_{24}
\end{pmatrix}
\]

(2.2)

where $A$ is the coefficient matrix, i.e. the color correction matrix, and can be estimated by using the least-square regression method.
The performance of the polynomial regression-based color correction method would be affected by two factors: (1) The design of the ColorChecker, including the number of patches and the selected colors. (2) The design of the model parameters. To be more precise, Eq. (2.1) and Eq. (2.2) only use the first degree terms to model the polynomial transformation. However, taking more polynomial terms into consideration might result in better color correction accuracy. For example, Eq. (3) considers not only the first degree terms but also some second degree terms:

\[
\begin{align*}
SR_i &= a_{11}R_i + a_{12}G_i + a_{13}B_i + a_{14}R_i^2 + a_{15}G_i^2 + a_{16}B_i^2, \\
SG_i &= a_{21}R_i + a_{22}G_i + a_{23}B_i + a_{24}R_i^2 + a_{25}G_i^2 + a_{26}B_i^2, \\
SB_i &= a_{31}R_i + a_{32}G_i + a_{33}B_i + a_{34}R_i^2 + a_{35}G_i^2 + a_{36}B_i^2.
\end{align*}
\]

The above equation can be rewritten in the matrix form:

\[
\begin{pmatrix}
SR_1 & SR_2 & \cdots & SR_{24} \\
SG_1 & SG_2 & \cdots & SG_{24} \\
SB_1 & SB_2 & \cdots & SB_{24}
\end{pmatrix}
= \begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{16} \\
a_{21} & a_{22} & \cdots & a_{26} \\
a_{31} & a_{32} & \cdots & a_{36}
\end{pmatrix}
\begin{pmatrix}
R_1 & R_2 & \cdots & R_{24} \\
G_1 & G_2 & \cdots & G_{24} \\
B_1 & B_2 & \cdots & B_{24}
\end{pmatrix}
\]

In Section 4.2, we will show the comparison of using different polynomial models to correct the tongue images taken under different lights.

### 3.3. Tongue Feature Detection

After estimating the current lighting condition and applying the corresponding color correction matrix, we further detect tongue features in the color corrected tongue image. In this paper, as an example, a white fur detection model for images taken under standard lighting condition is trained based on SVM in advance. We
gathered tongue images taken under standard lighting condition and manually label the white fur and non-white-fur regions. RGB values of each pixel are utilized as the input features for training the SVM model.

4. Experimental Results

We evaluate the proposed methodology in terms of three parts: lighting condition estimation, tongue image color correction and white fur detection. To obtain the ground truth of tongue images captured under standard lighting condition, we built a simulator (a tongue image imaging system) and used it to collect tongue image pairs. The whole imaging system consists of a darkroom box, specific illuminants and a smartphone.

In our experiment, Samsung Galaxy S3 smartphone is used as the imaging device and tongue images captured in standard D65 illuminant are taken as the ground truth for color correction. The detailed specification of our simulator is described as follows.

Darkroom Box :
• Box size : 70(cm)*55(cm)*62(cm)
• Distance between the smartphone and the target tongue : 28cm

Illuminant: (color temperature)
• Standard D65 fluorescent tube (our Ground truth) : 6500K
• Fluorescent tube : 6900K
• Halogen lamp : 2700K
• Incandescent bulb : 2800K

Smartphone (Imaging device): Samsung Galaxy S3
• ISO : 400
• Metering mode : spot metering
• White balance : default

Fig. 12. Images of the darkroom and the specification of the camera/tongue position
We collected about 170 tongue image pairs (with/without flash) per light. 20 subjects in the age between 20 and 30 years old were recruited to take tongue photos under the four kinds of illuminants.

4.1. Evaluation of Lighting Condition Estimation

We first verify our hypothesis as described in section 3-1. All of the collected tongue images of different people are captured under four various lights with and without flash, and the corresponding tongue color distribution in the xy color coordinate is shown in Fig. 13. The distance vectors of tongue image pairs are similar when they are taken under the same lights and are different when they are taken under different lights. For each kind of light, the mean and standard deviation of the tongue color captured with/without flash and the distance vector are also reported in Fig. 13.

![Tongue color distribution of all collected tongue image pairs (the left image) and the mean distance vector of all images for each light (the right image).](image)

<table>
<thead>
<tr>
<th>Without Flash (x,y)</th>
<th>With Flash (x,y)</th>
<th>Distance Vector (x,y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>D65</td>
<td>(0.373, 0.333)</td>
<td>(0.012, 0.003)</td>
</tr>
<tr>
<td>Fluorescent</td>
<td>(0.349, 0.340)</td>
<td>(0.010, 0.006)</td>
</tr>
<tr>
<td>Halogen</td>
<td>(0.422, 0.344)</td>
<td>(0.013, 0.004)</td>
</tr>
<tr>
<td>Incandescent</td>
<td>(0.425, 0.346)</td>
<td>(0.013, 0.003)</td>
</tr>
</tbody>
</table>

Fig. 13. Tongue color distribution of all collected tongue image pairs (the left image) and the mean distance vector of all images for each light (the right image). For each kind of light, the mean and standard deviation of the tongue color captured with/without flash and the distance vector are reported.

We use the five-fold cross-validation method to evaluate the prediction accuracy of the lighting estimation model, and Table 3 shows the results. The average accuracy of lighting estimation is 91.19%. The color distribution for Halogen (red point) is similar to that for Incandescent (Magenta point) and therefore the estimation accuracy for these two illuminants are only around 80%. We further assume that the tongue color distribution of paired images are similar under lights with similar Color Temperature, and their color correction matrix should be similar too. To verify this, we applied the same color correction matrix (either the one pre-
trained for Halogen or the one pre-trained for Incandescent) to correct tongue images captured under Halogen or Incandescent. Table 4 shows that the overlap rate (please see the definition in Section 4.2) between the images corrected with the pre-trained halogen correction matrix and the pre-trained incandescent correction matrix is high, which implies that wrongly classifying the lights of similar Color Temperature would not significantly affect the result of color correction.

Table 3. Prediction accuracy of our lighting estimation model.

<table>
<thead>
<tr>
<th>Run</th>
<th>Number of Training data</th>
<th>Number of Testing data</th>
<th>D65 Accuracy</th>
<th>Flu. Accuracy</th>
<th>Hal. Accuracy</th>
<th>Inc. Accuracy</th>
<th>Total Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>146</td>
<td>580</td>
<td>100% (39/39)</td>
<td>100% (35/35)</td>
<td>71.43% (25/35)</td>
<td>86.49% (32/37)</td>
<td>89.73% (131/146)</td>
</tr>
<tr>
<td>Run 2</td>
<td>145</td>
<td>581</td>
<td>100% (39/39)</td>
<td>100% (35/35)</td>
<td>79.41% (27/34)</td>
<td>89.19% (33/37)</td>
<td>92.4138% (134/145)</td>
</tr>
<tr>
<td>Run 3</td>
<td>145</td>
<td>581</td>
<td>100% (40/40)</td>
<td>100% (34/34)</td>
<td>79.41% (27/34)</td>
<td>86.49% (32/37)</td>
<td>91.72% (133/145)</td>
</tr>
<tr>
<td>Run 4</td>
<td>145</td>
<td>581</td>
<td>100% (39/39)</td>
<td>100% (35/35)</td>
<td>79.41% (27/34)</td>
<td>89.19% (33/37)</td>
<td>92.4138% (134/145)</td>
</tr>
<tr>
<td>Run 5</td>
<td>145</td>
<td>581</td>
<td>100% (40/40)</td>
<td>100% (34/34)</td>
<td>85.29% (29/34)</td>
<td>70.59% (24/34)</td>
<td>89.66% (130/145)</td>
</tr>
<tr>
<td>Average Accuracy</td>
<td></td>
<td></td>
<td>100%</td>
<td>100%</td>
<td>79%</td>
<td>84.39%</td>
<td>91.19%</td>
</tr>
</tbody>
</table>

Table 4. Cross correction result for images taken under halogen and incandescent by using the pre-trained correction matrix for halogen and incandescent.

<table>
<thead>
<tr>
<th></th>
<th>Hal. tongue image</th>
<th>Inc. tongue image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected by hal.</td>
<td><img src="Image1" alt="Hal. tongue image" /></td>
<td><img src="Image2" alt="Inc. tongue image" /></td>
</tr>
<tr>
<td>correction matrix</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corrected by Inc.</td>
<td><img src="Image3" alt="Hal. tongue image" /></td>
<td><img src="Image4" alt="Inc. tongue image" /></td>
</tr>
<tr>
<td>correction matrix</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overlap rate between</td>
<td>0.8808</td>
<td>0.9301</td>
</tr>
<tr>
<td>them</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.2. Evaluation of Tongue Image Color Correction

To evaluate the performance of color correction on tongue images, we compare the color distributions of the tongue image taken under standard light and the corrected tongue image in the xy chromatic diagram. The overlap rate of two distributions is illustrated in Fig. 14 [35]. \( A \) is the area of "standard tongue image" in the color distribution space, \( B \) is the overlapping area of "standard tongue image" and "original/corrected tongue image" in the color distribution space. The overlap rate is defined as \( B/A \), and we observe whether the overlap rate is increased after color correction.

![Fig. 14. The definition of overlap ratio.](image)

In contrast to the polynomial transformation model used by Wang and Zhang [35], we further investigate the effect of using different polynomial models. Seven polynomial models considering different first degree and second degree terms are compared in our experiment:

- M1 : [R,G,B] (used in [35, 36])
- M2 : [R,G,B,1]
- M3 : [R,G,B,RGB,1]
- M4 : [R,G,B,R², G², B², RG, RB, GB]
- M5 : [R,G,B,R², G², B², RG, RB, GB, RGB, 1]
- M6 : [R,G,B,R², G², B², RG, RB, GB, 1]
- M7 : [R,G,B,R², G², B², RGB, 1]

We trained the color correction matrices for these 7 polynomial models and test all tongue images captured under Fluorescent, Halogen or Incandescent light with the corresponding pre-trained color correction matrices. The performance is evaluated based on the overlap rate and Fig. 15–Fig. 17 show the comparisons of using
different models for images captured under Fluorescent, Halogen and Incandescent light, respectively. The results show that although the M1 polynomial model used in [35, 36] performs well for images taken under Fluorescent light, it fails to correct images taken under the Halogen and Incandescent lights. Instead, the M2 polynomial model performs better than others under the Halogen and Incandescent lights. Fig. 18 shows an example result of using the M2 polynomial model to correct two images taken under the Halogen light and Incandescent light, respectively.

Fig. 15. Mean and Standard deviation of overlap rate for tongue images taken under the Fluorescent light by using 7 different polynomial transformation models for color correction.

Fig. 16. Mean and Standard deviation of overlap rate for tongue images taken under the Halogen light by using 7 different polynomial transformation models for color correction.
4.3. Evaluation of White Fur Detection

Due to the space limitation, in this paper we mainly focus on the detection of white fur, which is one of the most important tongue features. We compare the white fur detection results between the tongue images with and without color correction. Table 5 shows that our color correction method is effective for white fur detection since the detected fur region is almost the same as the ground truth after applying color correction. Without
color correction, white fur cannot be accurately detected for tongue images captured under the Halogen and Incandescent lights. Table 6 shows that tongue features like white fur can be identified if the overlap rate between the original tongue image and the corrected tongue image exceeds 60%, even if they are captured under quite different lighting conditions such as under the Halogen and Incandescent lights. Table 7 shows the confusion matrix of white fur detection results for all tongue images captured under the Fluorescent, Halogen and Incandescent lights.

Table 5. White fur detection results for tongue images captured under different lights with/without color correction

<table>
<thead>
<tr>
<th>Standard D65 (Ground truth)</th>
<th>Correction</th>
<th>Overlapped ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Flu.</td>
</tr>
<tr>
<td>Before Correction</td>
<td></td>
<td>0.64</td>
</tr>
<tr>
<td>After Correction</td>
<td></td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 6. White fur detection results for three different tongue images captured under the Halogen and Incandescent lights with/without color correction.

<table>
<thead>
<tr>
<th>Standard D65 (Ground truth)</th>
<th>Overlapped ratio</th>
<th>Standard D65 (Ground truth)</th>
<th>Overlapped ratio</th>
<th>Standard D65 (Ground truth)</th>
<th>Overlapped ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before Correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After Correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.63</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Standard D65 (Ground truth)</th>
<th>Overlapped ratio</th>
<th>Standard D65 (Ground truth)</th>
<th>Overlapped ratio</th>
<th>Standard D65 (Ground truth)</th>
<th>Overlapped ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before Correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.38</td>
<td>0.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After Correction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>0.69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 7. Confusion matrix of white fur detection results of all tongue images captured under the Fluorescent, Halogen and Incandescent lights.

<table>
<thead>
<tr>
<th>True condition</th>
<th>Predicted Condition positive (with white fur)</th>
<th>Predicted Condition negative (without white fur)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition positive (with white fur)</td>
<td>(TP) 66</td>
<td>(FN) 2</td>
<td>Recall(TP/TP+FN)= 0.97</td>
</tr>
<tr>
<td>Condition negative (without white fur)</td>
<td>(FP) 6</td>
<td>(TN) 6</td>
<td></td>
</tr>
<tr>
<td><strong>Flu.</strong></td>
<td>Precision(TP/TP+FP) = 0.92</td>
<td>Accuracy(TP+TN/Total) = 0.9</td>
<td></td>
</tr>
<tr>
<td>Condition positive (with white fur)</td>
<td>(TP) 63</td>
<td>(FN) 5</td>
<td>Recall(TP/TP+FN)= 0.93</td>
</tr>
<tr>
<td>Condition negative (without white fur)</td>
<td>(FP) 5</td>
<td>(TN) 7</td>
<td></td>
</tr>
<tr>
<td><strong>Hal.</strong></td>
<td>Precision(TP/TP+FP) = 0.93</td>
<td>Accuracy(TP+TN/Total) = 0.875</td>
<td></td>
</tr>
<tr>
<td>Condition positive (with white fur)</td>
<td>(TP) 61</td>
<td>(FN) 7</td>
<td>Recall(TP/TP+FN)= 0.9</td>
</tr>
<tr>
<td>Condition negative (without white fur)</td>
<td>(FP) 2</td>
<td>(TN) 10</td>
<td></td>
</tr>
<tr>
<td><strong>Inc.</strong></td>
<td>Precision(TP/TP+FP) = 0.97</td>
<td>Accuracy(TP+TN/Total) = 0.8875</td>
<td></td>
</tr>
</tbody>
</table>

5. Application on Early Warning of Liver Disease

Chronic viral hepatitis B and C, and related liver diseases (liver cirrhosis and HCC) are major health problems in Taiwan [53]. Not only in Taiwan, primary liver cancer is the sixth most frequent cancer globally, and the second leading cause of cancer death [54]. Higher rates of liver cancer occur where hepatitis B and C are common, including East-Asia and sub-Saharan Africa [55]. Most people infected with the hepatitis B and C virus have no or mild symptoms, so they might not know they are infected. Over time, the liver inflammation caused by hepatitis B and C results in serious damage to the liver, like cirrhosis. People with cirrhosis have an increasing risk of developing liver cancer which, again, often causes no symptoms of its own when it first develops. Therefore, it may be too late when patients discover they have the cancer, and then the only possible solution left is the liver transplant. While successful treatment of hepatitis B and C prior to the development of cirrhosis prevents all these complications, people may not know they are infected with hepatitis B or C until it is too late, since the symptoms are not clear and might be neglected. When the viruses are not treated, the patient may proceed to have cirrhosis or liver cancer, which is usually irreversible. A common procedure to monitor the liver situation of hepatitis B or C carriers is to have a test every six months. Patients with cirrhosis need to have an ultrasound scanning every three months to check for signs of cancer. Most of the procedures above are effective but need to be done in the hospital, and some of these tests may cause damage to the body. Finally, due to the restriction of insurance policy, these procedures cannot be done very often.
Recently, the need for continuous monitoring of health conditions has attracted increasing attention in both academia and industry. Such an extensive monitoring capability has many direct benefits to the quality of patient care. Continuous monitoring reduces the time to react to sudden changes in patient condition. In this section, we discuss the potential use of our proposed system to allow a person to detect the early development of liver diseases by performing the tongue diagnosis on the smartphone. Since whether a person has a liver disease can be suggested by bio-markers in the blood sample like elevated ALT/GPT and AST/GOT, we further seek for tongue features to infer the elevation of ALT/GPT and AST/GOT. Then, we can indirectly infer one has liver disease or not by these tongue features. At the same time, these tongue images can be stored in a cloud server for continuous monitoring. People thus can monitor their health instantly and continuously without going to the hospital and reduce the possibility to react to sudden health changes.

There has been a lot of work that used tongue images to analyze or predict disease, including colorectal cancer, Rheumatoid Arthritis (RA), HIV, breast cancer, peptic ulcer disease and liver diseases, etc. In terms of liver diseases, Liu et al. [56] showed that primary liver cancer patients often have blue and purple tongues compared to patients with other cancers. Both primary liver cancer patients and B-virus carriers were found to have this feature, and as the disease progressed, this feature became more prominent [56], [57]. The other studies showed that, as cirrhotic patients developed ascites, tongue furs would almost vanish, and tongue bodies began to shrink and become dry with cracks and red dots [58]. In addition, as the liver healed, tongue fur would become thinner [59] and the colors of tongue furs and tongue body would also change [58].

In order to examine if there is a correlation between some tongue features and the patients’ AST/GOT and ALT/GPT, we recruited 246 patients, from April 2014 to December 2016, from health examination center and outpatients of Department of Gastroenterology and Hepatology of Dalin Tzuchi Hospital in Taiwan, including 54 hepatitis patients, 28 cirrhotic patients, 18 liver cancer patients, and 146 patients without liver diseases (verified by blood test and abdominal ultrasound). The study was approved by the Ethics Committee of Dalin Tzu Chi General Hospital (B10401003). Written informed consent was obtained from each patient, and the local Ethics Committee approved the written consent process. The inclusion and exclusion criterion for the subjects is as follows:
• Inclusion criteria
  1. Diagnosed as hepatitis B or C, cirrhosis, and liver cancer by a GI specialist
  2. Patients who had health examination, with blood test and abdominal ultrasound
  3. Patients able to protrude the tongues stably
  4. Patients who had signed IRB agreement.

• Exclusion criteria
  1. Patients unable to stably protrude their tongue.
  2. Patients who had just eaten or drunk something which might color their tongue.
  3. Patients who just did tongue scraping
  4. Cognitive impaired, for example, imbecility dementia or delirium
  5. Patients who had not signed IRB agreement
  6. Patients who didn’t have blood test

Nine features including tongue color, tongue size, saliva, tongue fur, tongue fissure, ecchymosis, tooth marks, red dots (and its main area), and sublingual venae were extracted from the tongue image for the analysis. More specifically, each feature is categorized as follows:

1. Tongue color: slightly white, slightly red, red, dark red
2. Tongue size: moderate, fat and large
3. Amount of saliva: little or normal
4. Tongue fur:
   i. Color: white, yellow or violet
   ii. Amount: none, thin, and thick
   iii. Location: spleen-stomach and kidney area, spreading evenly
5. Tongue fissure: existent or nonexistent
6. Ecchymosis: existent or nonexistent
7. Tooth mark: existent or nonexistent
8. Red dot
   i. Amount: existent or nonexistent
   ii. Location: heart-lung area, liver-gall areas, or the others
9. Sublingual venae: wide and tortuous, otherwise

Each tongue feature variable has two values (present/absent of the feature). On the other hand, the target
variable is the levels of AST/GOT and ALT/GPT in serum and thus contains continuous values. AST/GOT and ALT/GPT are both normally present in serum at a low level. It is reported that normal serum levels are usually less than 40 U/L for AST and less than 50 U/L for ALT. In our analysis, we apply 37 U/L as a common threshold for AST and ALT and use it to discretize them. The serum levels higher than 37 U/L suggests that the patients might have a high risk for liver disease. After discretization, we annotate abnormal and normal for each data instance. Therefore the target variable is converted into binary.

In order to relieve the effect of the small sample size and to find reliable association, we apply three different statistical methods to identify tongue features most related to AST and ALT. First we calculate chi-square statistics between each feature variable and the target variable, and then observe the existence of a relationship between the feature and the target. A p-value less than 0.05 indicates that the tongue feature significantly correlates with the target variable. Maximal information coefficient is the second measure we used for feature selection. It uses a technique that searches for optimal binning and turns mutual information score into a metric that lies in the range [0, 1]. Finally, we apply a robust method of correlation estimation called distance correlation on the dataset. Distance correlation of zero implies that the random variables are statistically independent.

From the three statistical approaches for feature selection, we found the common significant tongue feature variables for AST and ALT respectively. These tongue features and their statistical testing results are shown in Table 8 and Table 9. The number of samples (N) are less than 246 due to that we remove some incomplete data.

Table 8. Tongue features correlated with ALT/GPT

<table>
<thead>
<tr>
<th>Tongue feature</th>
<th>N</th>
<th>Chi-square</th>
<th>Maximal correlation coefficient</th>
<th>Distance correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>value</td>
<td>degree of freedom</td>
<td>p-value</td>
</tr>
<tr>
<td>Tooth mark</td>
<td>235</td>
<td>7.175</td>
<td>1</td>
<td>.007</td>
</tr>
<tr>
<td>Fat tongue</td>
<td>235</td>
<td>4.033</td>
<td>1</td>
<td>.045</td>
</tr>
</tbody>
</table>

Table 9. Tongue features correlated with AST/GOT

<table>
<thead>
<tr>
<th>Tongue feature</th>
<th>N</th>
<th>Chi-square</th>
<th>Maximal correlation coefficient</th>
<th>Distance correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>value</td>
<td>degree of freedom</td>
<td>p-value</td>
</tr>
<tr>
<td>Thick Fur</td>
<td>232</td>
<td>9.194</td>
<td>1</td>
<td>.002</td>
</tr>
<tr>
<td>Violet Fur</td>
<td>232</td>
<td>4.137</td>
<td>1</td>
<td>.042</td>
</tr>
</tbody>
</table>
We also examine the power of the above features for predicting the levels of AST/ALT by applying a random forest classifier on the dataset. The average accuracy of classification with 10-fold cross validation is about 0.75 for AST and 0.63 for ALT respectively. However, due to the small sample size of our data, the standard deviations are fairly high. We planned to collect more data to develop a reliable and stable prediction model as a future work. Nevertheless, these results clearly suggest the potential of using the smartphone-recorded tongue images to provide an early warning for possible liver disease patient to receive further evaluation of their health conditions.

6. Conclusion and Future work

In this paper, we propose a SVM-based lighting condition estimation method according to color differences of tongue images taken with and without flash on the smartphone under different lighting conditions. We then train a tongue image color correction matrix for each lighting condition based on the ColorChecker to remove the effect of color distortion. The effects of different model parameters and ColorCheckers on the performance of color correction are also discussed. Finally, in order to demonstrate the potential use of our proposed system, we recruited 246 patients and examined the correlations between the captured tongue features and ALT/AST. We found that some tongue features have strong correlation with the AST or ALT, which suggests the possible use of these tongue features captured on a smartphone to provide an early warning of liver diseases. In the future, we plan to collect more data from different environments, such as different lighting conditions, different smartphones, and more users to validate the usefulness and effectiveness of our proposed system. We would also like to explore more different polynomial models for improving the performance of the color correction matrices.
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